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PREFACE 

Durlog the tralmi'  jm*r  L962 63.   the author« ■ cndu:te<l an extanax/« 

serisa of tasta on aa'.hoda for «clvlrv Job shop s^hadullng probloaa    Hcf 

«renc« [5] giv«» soao good ba xgrcund material, and Chapters  i and 12 18 

are eape-iaüj- relaxant  to the orssant study.    Nest of the Beth<x!8 studied 

hers stem fix« the prcbablilstlc CQ«binatlor. of local jot shop scheduling 

rulss propcaed by  Fls- rjer ard Thospaoc in [Ij.     In addition, other asthods 

• ucn as direct search [3} and peruutatlon techniques  're^caawoded in [^)) 

have also bear tea tad and are reported en.    The exact aathoda of ^caplate 

enoneraticTi   and i: teger prograa&lng were n^t tried here, b-t see  [2] and 

[4].    The Aontrioutlcr. of P. GHovar to thia paper lies in the paraaetrle 

■sthod of Chap'er VI. 

Tbs on« firm conclusion of our studies is that   prooAoilistlc ard para 

aatrlc  "oablnationa of local miss offer significant   lapr vr—snts oesr 

other asthods of sear^^lng fir i^ocd or optimal schedules      Moreover, they 

yield reaulta in a reasonable «sount of ^osouter tine,  and her. ^ are SJB- 

<*eptibls of tanediate  application.    '4% have not cosipared three two nethüda 

as  to the  raount of tlaa they ail I  take,  ar.l hrrre eaacot, at present, 

•house between probablliatic ard paraaatric astrxxls.    However, we feel  that 

the paraoatric oethcl Reserves rsnslderabla fürtfter stut^r.    The persutatloc 

approach advtcatad by Sheraan trd Reiter awes to be very slov,  but does 

offer the advantage  that a probability estlasts can be gl/en as to the 

worth of the reaults obtained      HcMeeer,  it saeas tc us    o be eoaqputatlcn- 

aily lapractiral for present -uaputer speeds and coats      Slallarly,  direct 

search,  as we have uaed it,  seeos not  to be '-oapetitive 

-1- 



CHARIER I 

PBCa.^aiLISIIC CCHBIhAlICKS C? 
LOCAL JOB SHCP SCHECUUN'J HULET 

.   i -. -..   . .: '. 

it chapter describes a suajuter program for combining la a 

"probabilist.ic ' wajr six local ^ob shop sc^iulirg rale«.    The ruiae iii- 

cluG«<i is.  -Ms prcgraa are tha  sh.crtasl  L«i;.er.t oparat.cr.  .SIC »,  long- 

est ra-uiüng tjma (LET;,  fir«t-in,   first-cut (FI?0), ard aaehir» alack 

(MS) rules.    Also, a fiil-ic rule, at.ich coes not erter the lacisicn 

»-Tccaas, ir  « ad, which rodifiee th« straight forvard appiieaticn of th« 

- .ca.    "iha 5»dlfled ruiea oiffer frca tha sta^ard rule? ir. »-.at ar oper- 

ation is net scrieduied if a gocd of highar rricrity and pi-esentijr being 

prceeaaec on another facility Mill arrive pricr to the exjeciec ccnpleticn 

of the hi^rest priorit;  operation in the queua.    If thie aituaticn occur«, 

tha facility is held idia until the -ew gooo arrlTts.    7!^a FIFO rule, how- 

ever,  does Dot need each a look-ahead festur° alrca goc<is are prceessed or 

a first-cooe,  first-serve basis.    An operation ia not delayed because cf 

the {..ssitia arrival of a higher priority oreraticn ahict  is now star.dii.g 

iole in eoae other ;ueue.     There la one axcaptloo to the above "one-step* 

look-anead «hisr will be discussed   -nder the deacription of tha oachlre 

slack rule in {§>] teloe. 

The fill-ir r<ile attee^ts to fill in lole gate reacting ircx tne 

above lock ahead feature by specif^ix^ that whenever an idle delay is 

incurred the entire  ;ueue shall be scanned for any cperatior. that can be 

schec^rl t-   fill 'ine gap without delaying the atart of the oj«rst:on 

.   .ch  is  jeli^ swilt«!d      This  is done b>  scanning the current 810  Hat 

reverse on-er «rd MJttlf thoee geedt    if any) whose  time (or s» 

• -»«s) is ret jrea-er than the idl» gap. 
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1' r: he 10 s · rt~flt iDI!dnent ope.rati 1 r e sa a t hat. w e ever 

ar.ee; a v able, select. t a t go 

c:h.ini.ng t..i.lie on t.be f acility. 

z • ne 
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"'o . - ete 

f e .. '.l.l"e 
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2.    LE^CRimc:. CF THE ??OZRM. 

A.    loiUAUxlr^ 

In the Initialitftticn a«^aent of th« prcraa,  the following liat 

structvj*«« are set up. 

1. Scheduling lule Lift: 

One List 1« set up for each rule ueed in the pro^raa. Each 

of th«ee liste contalu all the gucxla th&t &re availeble for echc<iuling 

on «ach facility at ar.y given txae. Ihe gcode In each facility's queue 

Are orderec according tc their pricrit; under the resp«c -Ive rulee with 

the highest priori*-: goo^ at tha -»ad of the liat. Each liat containa 

iaentical <ccd6 at all tixaes, but the ordering of the goods ander each of 

tne rules is not (necessarily) the sarae. 

2. FaciUtj Clock List: 

Ihe facility clock list iesigiiates   .h« earliest tie*  at which 

tatk facility is available for scheduling an operation 

3-    Current Operation Counter List: 

This liat defeigTAtee the current operation being perfcr—d 

(or to be perforaeu wf.er. the appropriate facility becca«« avail*tle) on 

eac-v good. 

^.    Dec la ion Foint Counter List: 

This  -ist deeigrates the next aeciaior. point in the decision 

vectcr to ie used for each facility wher. a role choice la to b« aade. 

I«    Kachine Priority Uat: 

This list has all facilitlea ordered according tc total re- 

aslring aschining vise with the facility having "^e greatMi total tiae at 

the top of the list. 
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6. Decision veetcr8: 

'- -c. facility h*B a oecision vector corsin-mg of the sane 

r.uaber o:  eleaenU aa there are operations to vt perfomed or. the facility. 

Each eleoert ccnsist? of a itft^j of 3 digit numbers,  each of which rejre- 

pai.ts the cusMlative probability of selecting one of the rules lower in 

the list of rules than the rerticular rule tc which the nucbers relate. 

he ele«ent to be referrec to when a aecision on a rerticular facility 

is to be .-sade is deter..re.  frcx the aecision -ci.-.t counter list.   Because 

of the fill-ir. feati^re,  it mat   rot be neccssar:   to refer tc the decisicn 

vector for each gocc scrteduiec or   a give:, facility   and the r.uaber of el«--- 

oents used in the facilit;   s decision vectcr na-   be lese  U.&-. the number 

of cperaticfiS. 

7. List of Fill-in Gooas: 

This list ae8ig.%ate£> trete goods which have beer. aeter.ined 

&s beii.£ ratiefactor;,   for fillirig iole gape on facilities resulting froo 

the look-ahead previously  aisetssed.    If ar. idle ga;  occurs on a ■riven 

faeilit;   ax.c only one filler good MB be used,  it is iaatdiateiy schedulec 

ai.c no gooiis are storec in the facility's waiting filler list,    if, how- 

ever,  there is store th..   one filler good, ens is iaceoiately scheduled 

and the reaainirg goocr are  teapcrarily rtoreo in the waiting list tc be 

scheouied in order   J> the facility  beeches available. 

6.    SchA^ule: 

Both a teepcrary worklnr scheaule ar.d a beet achieveo schedule 

are iai:*-aii*c.    The schedules snow the start and firdsh tjjses of each op- 

eration fcr each good or. each aacdne.    Frca the best achisTed schecule, 

a scr.e<tile can be cut^uttec in font equivaler.t tc a Gantt Chart. 
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B.    Scheduling " 

Scheduling consists of Uw following prisArj operations. 

(1) Deteralne If fscillty (i • k, 2 n) is svsllstle for 

scheduling s good at tloe    t - 1, «.,..., eospletion of scheduling. 

u.    If not, i <J 1 • 1    and go to 1.    If no facilities are 

available, increase tias period (t <*t • 1) being exaained by one. 

b.    If yes, go to T 

(2) Oeteraine the goco ntaber just ooapletad on the giren 

facility. 

a. Increase the completed good's current operation counter 

by one* 

b. Eeaove the coapleted good fro* all scheduling rule lists 

for toe given facility.     If all ops rations have b«en ooapleted on the 

good, go to 3. 

c      Place the coapletsd good In its next aaehine q^eue. De- 

i^nsine the priority of the good under each of the scheduling rules and 

place in the appropriate position in each list. 

(3) Cheek for waiting fill-in goods in given fscillty s list of 

fill-in goods.    If thsre is a waiting fill-in good, reaoie the good frosi 

the liat ana go to 9.    If thsro la no    -siting fill-in good, go to 4. 

U)   Check to see if the facility is being held idle awaiting 

the arrival of a higher priority good. 

a. If yes, i<l*l   andgotol. 

b. If no, go to 5* 

(5)    LeteraiDe If there Is s good currently in the given facility s 

queue, 

a. If yea, go to b. 

b. If no,  1 «-i « 1 aisl go to I. 
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(6) Seiert oxie of the decision rules. 

(7) Detsralue th-» .-ccd with the highest priority under the 

selected decision x-ule. 

a. If the KIFÜ i-ule is «elected,  ^o to  9. 

b. D«tenidne th«  finish time of the gouo if scheduled on 

the given far Hit/. 

c. Determine if  any gcod currently being prorecned on 

another facility, whose next operation is on the given facility, will 

arrive before the time determined in (b) and will have a higher priority 

under the decision role selected than the rood selected in (7).    If 

machine slack is the solected decision rule,  either a "one-step** or a 

"two step*1  look-ahead is used. 

1. If there Is euch a .^ood,  gp to 6. 

2. If there  Ls not, go to */. 

(6)    t-etermine UVJ arrival time of the good for *tUh the facility 

will be held idle. 

a. Determine the  Idle gap whi^h will occur. 

b. Che« k for flLler ^ooda. 

1. If there are no filler goods,   i < i *  1 and go 
to 1. 

2. If there are filler goooe,  place ttte first on the 
working schedule noting start and finish timos for 
the appropriate good operation nuuber and facility 
Place all remaining filler goods on the fill-ir. 
waiting list for the facility,    i <-     "1 and go to 1. 

(9)    Place the good selected on the working schedule noting start- 

ing time and finish time for the appropriate good operation    umber and 

facility.     Update the Machine Availability Clock List by noting the finish 

time of the good Just scheduled plus one urdt of time 
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a. If all  goods are scheduled,   go  to 1^. 

b. If not,  1 ^ 1 4  1 f.nc gp to 1. 

(10) Evaluat« run*snt schedule reletlve  to beet schedule to date. 

a. If better, store the best Achieved schsdule. 

b. If no re runs ars to be aade,   gn to the initialisation pert 

of the progrssi to reset all list structures hnd then repeat step« 1-9- 

3.    DISCUSSICK CF 1HE PROGRAK 

Of the steps outlined,  only steps 6 HJ u Pb require addition*}  clari- 

fication 

Step 6 calls for selecting one of  the si > durision rules includ'^d in 

the  progria.    To u     this,  reference is aad» to the spproprlate eleiaent in 

the fsrility's decision vector as determined  fron  . ne facility's decision 

point counter.    The elexaenls are used succeevively as esch new decision is 

encountered.    &ach eisoent .onsists of 5 three-digit numbers.    Each of the 

three-digit  numbers represents tho    umulative probability of selecting one 

of the rules lowsr in the list of rules than the particular rule to which 

the njBbere relate      In this progrsn,  the rules are ordered in the foilcsi- 

ing *sy: 

1. Shortest  isainent operation 

2. Longest remaining tine 

3. Macnin« slack 

U-     Job slack per operstlon reoaining 

5. Longest  laKinent operation 

6. First-in.  first-ou* 

The order in which  the rules sppear is arbitrary, but  soae  time uaving 

can be achieved by hsvlng those  rules with the highest  probability of being 

selected at the head of the  list,    bince six rules «ere used In the  progrsn, 

it was convenient to represent 100$ as 600 
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Ae an «xample of th« UBC of th« decision Tester cleoent,  ..onalder the 

»'«se where ell rul^e ere  to hev»» an «qutprobable -•herre cf selection      The 

decision vector element would be  500/iX3002OOlOC.    Onijr 3 three-digit    UD 

^ere era ne essen.  «Ince  th« sixth nils w. 1    autcoeticelly be es letted if 

nore of the first fin» are.    By  i-osiperlng a ra^udo random,   3-digit ruaber 

in the razige 1-600 with earh of the /-digit nuacere  in the decision vector 

element,   it can be detennined which rule is to be selected.    A number cf 

359,  for example, would specify ths ssls^tion of the machine ^a-k rule. 

To check for filler gcoas when «> idle gap occurs en a facility as % 

result cf awaiting ths arrival of a higher priority  good,   the  following 

procedure is followed      All goode  in the facility s  queue are examined by 

..canning the blü rule liet  in revsrse order  (i e.,   from longes'   to shortest 

i^equired oachinin* time)  to «letemln« if their required machining time is 

not greater than ths idle gap      From m&cui  the est of all  goods  (if any ' 

ihat satisfy  this condition,  that  good whose machining time (or thess goods 

wtjoss s'Taed machining times) aost oomplstely  fills the gap is  (are) spe • 

cified an fillsr fonds. 

4.     CESCH1PTIG» OF TEST Rgl'LTS 

Only the <CX5XI> problem CAS given in [ i 1) has been used thus far in 

tasting vhe 6-ruls program Since no learning procees lieu yet teer, built 

into the program, ths variuus comoinatiors of rulss testsd were initially 

determined by intuitiTe guesses as to what might generate good schedules, 

and later, search was direvted toward ths region of coablnetlons which 

appeared to  result, in the best schedules 

Ths schsduling times achieved under Taricus --oiflbinati« ns and proba- 

bilities of the rulss ars plotted In Charts  1-9-    In the aajorlty cf test 

runr.   ths macl ins alack rule  (either 1-step or 2-step look-ahead) was 
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applied loOf. of the tiae la the initial decision point».    It wi» found tnat 

tnere -a    sooe "best" maob^r of decision pointa through which tu apply tne 

100^ machine alack rule foliiMcd by soae coAbination of other rulea Ctee 

Chart 4 for the l-etep look-ahead case and Chart 8 for the 2»step iook- 

ahead caae<.    The beat iIO and LRT combination probabiiitle« were found to 

be || the vicinity of 70} and 30$ respectively      Alao» it appears (with the 

limited run« a/allabxe) that only alight moves of 10% away fro* theae 

probabilities results In a greater change In schedule times achieved than 

was the case for the 6*'  problaa. 

Although the mean of all achedulea and the best schedule ^ei.erated 

using 1ÜCÄ aachine alack  (2-step look-Ahead) during the first IG decision 

point-9 followed by 70i 00 and 30^ IRT was much better than :noce generated 

by applying the aaxtie through a lesser nuaber of dsdsion points (see Chart 8), 

it ia believed that this also might reduce the msaber of alternative se^uen 

ces of goods which mi got achieve the minlmiaa poeeible achadule. 

I 
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TLbT RBUL1S i'm-l THE Jt-B tHOP 
.-iCHiDriNC FaocauM 

1       INTRClJUCTIUl 

In t\t Job ixhop Scheduling program described In Chapter I, Any 

probabil*Htir roohination of six rebedvillng rulaa can be uead to genermt«» 

a erhedul«.    Thtese rulee are S10.  LÄT,   LIFC, FIKO, Job Mack aud Machine 

r>lack.    Thta prograa 1« dencrlNxi in detail elsewhere      In the following 

aeries of tests only two of the rules. 510 and LRT, are used and they are 

apt   tad onij to 6X6 otatrUe»      The questions exACil.ted are as follows. 

1. What is the effect of various prooabill • ••'c coobinatione of L>10 

and LRT nues on the mean and the variance of a serlea of generated scned- 

wiea?    Do scsie ratios produce a higher mm>er of cptimua schedvdes? 

2. Josa the range of macMna times in a specific problem have an 

effect on the difficulty of obtairing an opllanaa schedule?    Doea It  -ffect 

th*- mean or variance of a neries of schsdules? 

3. What Is the effect of increasing the runter of schedules in a 

series on the mean, the variance of the series and on the nuaber of optisusa 

schedaies generated? 

4*    What is the result of 'hanging the probabilltlea of the lüT and 

MO rules within a given schedule*' 

2.     THE METHOD 

Data for answering qusstiüKS 1, 2 and 3 was gathered in the following 

way.    Poor scheduling probiens ware randondy generated, each having six 

i oods to oe processed on six marhines.    In the firs», of these,  the range 

of processing times on ea h macMne was from one to ten days.    Processing 

tiKes in the second pxT>bl<!tt were /generated between two and nine days,  in- 

clualv«.    ^irtllarly,  the ^jaes of the third and fourth problem.-  varied from 

19. 

■-^■^ 
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three to eight daye, and rrooi lour to seT«n days reepertively      In the»« 

Tour probione the o -der o£ th« operations  for each good «A« held constant 

ao that a comparison oi' the results would be acre meaningful.    These prob- 

lems are shown In Figures 1~U along with the means of the machine proree- 

sing time and the lewest schedule time generated throu^iout ths  series of 

tests      This will be referred to as the    opt lout   chedule * 

For eac;h of the four problens two hundred «chedules were generated 

for each of eleven combinations of LlO and LRT probabilities^    These   -co 

blnations began st 05f SIC.   100% LßT and changed In ten steps of 10* to 

100% LIO,  0% lüT.     In total  then forty-four series of two hundred sched- 

ules each were generated.    For each serieo of two hundred schedules,   the 

mean, the variance and the number of optimum schedules were recorded      The 

above procedure was then repeated vith eacn sequence reduced to ten sched- 

ules.    The results of all the tests may be found in the graphs of Figures 

''-IS. 

Data for rueetion  four was gathered in the following manner      In the 

determination of a schedule for a 6X6 problem,  thirty-six scheduling de- 

cisions anist be oadSt     Four series of the 10:1 ratio problen were gener- 

ated      In eer'ee 1 the  first eigi teen dsclslocs were made using the LID 

rule,  and the  last slghteen were made uaing the  LRT rule.    In series two 

the order was reversed with the  lüT rule used for the first half.    In 

series three for each schedule percentage 510 used was decreased gradually 

throughout the scheduling.     For the first four decision points ths ratio 

of 510 to L&T «mi 90:10.    For the next four decision points the ratio was 

80 20.    This continued tnrotjghout the scheduling so that for ths last four 

decisions ths ratio was 10:90,  S10:LRT.    In the fourth sequence the process 

was repeated,   but with decreasing IRT.    The results are shown In Figure 19 
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Scheduling rrobl 

FroblM 1 

Machining IIM Ratio 10- 

iGood 1 OooU 2 Good }     ! Jool * | Good 5 1 Gcoa I     1 
fclach- Days Mach- 

li» 
■ Days Marh- ■ Daya Ka-h- 

in« 
Day» Mach    Lays 

ins 1ns 
-  Dvsj 

3       1 2 8 3 5 2 5 3       9 2 3 

1       3 3 5 4 4 1 c 2       3 4 3 

2        6 c 
J 1Ü 6 8 3 5 5       5 6 9   j 

4       7 6 10 1 9 4 3 6       * 1 10 

6       3 1 10 2 1 5 8 1       3 5 4 

1   5       6 4 4 5 7 6 9 <*       I 3 1 

Ksar Karhinlng Tla« * 4 5 dayi 

CptLauB SchsduJ« !>*  days 

Flgxirs  i 
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Scheduling rrobleiaa 

ProbliB 2 

»Mhtlllm Tim» Ratio V:2 

IG-COO 
^ ̂ Good 2 Good J CJocö 4 ;<-oc 5         ' Jeed 6 

piarh- 
ixe 

■ Eaj« >ianh- - J'ija Mach- 
ine 

■ Day» Kaeh- - Days Kach- 
Ire 

- Days .'••acn- Day« 

3 6 i 9 3 6 2 2 3 6 2        7 

1 9 3 2 4 6 1 3 2 3 4        2 

2 «J 5 6 6 S 3 7 5 3 6       2 

4 6 6 2 L e 4 a 6 4 1        9 

6 5 1 5 2 3 5 4 1 4 5        3 

5 3 4 7 5 e 6 G 4 5 3       9 

Mean Machining Tim • 3.4 days 

Cptiaum Schedule 50 day» 

Figur» 2 
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Scheduiixig Trobi« 

Problem 3 

: achlfO/v? Tiaa Rati.c -" 

ccc *> 2         1 feod 1 37cc * >-OÜ I iooc 6 
- Ea^i fcaeh- • -«y» ! i-lÄßh-  Days Marh- - L«y« nach- Cay« Mach- Lays 

3 a 2 
1 

e   j    3     6 2 S 3 } 2      : 

1 1 3 7 1     4        8 I - 2 •• k      e 

2 k 5 6 6        6 3 3 5 3 6          5 

4 5 6 3 L        8 4 6 6 6 I       4 

6 7 I 6 2       3 5 5 1 3 5 

5 1 4 7           5        6 6 5 4 3 3       3    ; 

Kean >:aehinlng Tlaa «56  lay« 

Cptianjii Sehaduia 57 day« 

Flgurm 3 

- ^ 
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v:h«cuiing "rob: 

Problm 4 

l-ÄChinlxg Tia« Ratio 7^4 

r 

■Mi - 
' I« 

Scod 
iM   - 
iix 

- Say? 
:oo<i j 
J-iacn- Aj's' 

Ina 

4 :ccc: 3          | JOCC 
— -. 

- D^r«' 
Iff 

-Day» Kach- 

1   3 
1 

6 

7 

2 

3 

7 

7 

2 

I 

6 3 

2 

6 

7 

2 

4 
•! 
4 

2 , 5 H 6 >      1 3 7 5 y 6 7 

4 7 0 o 6 I 5 * 5 6 5 L 7 

6 5 1 " 2 6 5 6 6 I 5 6 

5 4 4 
 1 

5 
l—   — 

7 6 4 4 7     ' 3 6 

>IMC I--achlnlr.g IIJM • 6 «Uys 

»ytlaua iccacTuI« 55 day« 

?lgum  * 
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TotAl Macl-iclii« llaa Per 5*rr Ooc<l 

rr-tl«a icoc  - JC:C  «. ioo: ixd ^ xjoi 3 3coc -. 

UHl 2fe ^7 34 -< 25 3C 

9:2 •: 3- * 32 25 32 

3:3 37 37 37 35 27 2« 

7:4 33 35 35 3* 3« 3« 

rtrar« ; 

TotAl Cpwrmtia^j Tia» Per £«eh MAChta« 

"rotl<c M^ü-ir* I hacLL^m 2 ^AC'.I.-J» ,? .VagfLlrj« 4 M^efcia» 5 X^aiat 6 

I0:L 4Q 2t 2£ 22 ^ 43 

9:2 >• 3) H 34 27 26 

«:a 34 10 >5 37 » )2 

7:v 3« :--3« 33 34 32 

tifur* 6 

^v« 
■ 
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teUtlcc of MMT. cf S<r«cui*8 Ui % ZIC, L8T 

Jot r%tic    10:1 



tlor of Mur. of S^tadolM to t SI0fL2T 

•ot raUo   9:2 

27. 
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teUUoo of tMn cf SclMdolM to f SIC, LKT 

Job  -i-io    8:3 

( 

-- 
• 



<v 
Fi^ur« 10 

Hftlatlco of Kmv. of ^ehatfules to % SIC,  LSI 

Job ratio   7tl 

mm 



29- 
.■Kare 11 

MtU«B of Mein of 'i.'»>cduler  to < MC,   i0? 

Job ratfo    10a 

( 

• Varlanc« 
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Figure 12 

R«uition of /ex of Scheaul«» to % oI0( LRT 

Job ratio    9:2 

Veriiuce 



Figure 13 

Rtlatloo of M««r of ModBlM to % SIC, LRT 

Varlanc« 
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Figur* 14 

teiatlon of Mean of Schedules  to % 210,  LRT 
Job ratio   7:4 

7erlance 

I 
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Figur« 15 

Job ratio 10tl 

^   0C .  O     >-i OS 

l-i 

Ccc'irr«nre8 



Occurrenres  ot Op^Lnum Lcbwtula vs    X -10,  LRT 

Job ratio    9:2 

34. 

.CCXiT'^OC«» 



17 

Oc<mrr«nc«» of -ptlanai c-r>«<lu_ • TS    t ' 10, LHT 

rob ratio    3:3 

x -: 

B 

i3 

ii 

-- 

88 

^5 

- 
< 

-ccurr«r.c«« 



Oerurrtxc«'* a.*  ^ptLsnat ich«cul« va    1 blO,  UMT 

Job ratks    7*4 
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s? 
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OQ       « .— 

1/ 
733 

' \ 

I \ 

5-: 

^ 
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* (Uta in figvrm 7-19 *MM cl««r^jr Uuit tfa» AMC «d vu-l«nc« 

ci & e«ri»s of tec »eh^«l*s L»  ▼•r;   elm« tc   tr«  vel-«e   frc« * e*rie« af 

i    «-  «.—-s       '-^   :^.f«.:-:-«   '.-i.   i-   --r:v-   seec  «vtrJ.   iis*..-.t .-^r   -^ 

*«CA      »JX:       T«.lvje8      In :rc*;l«ii«   L.   ^  «JC  3 Uw distributlcos of miiJjxx. 

8cc-ec.>9  '.Ute«  i.-   u«  »er.es of t«r. »cr^uLes a«>« Vhslr a«diArs ce«r *.« 

e-j.^-   -r  '-a« »eric»  if itC.     TM» ■itufr'.ior de ..et, oeettr ..r. zrc-.lts ... 

Tnm rm~~'~;  .' r^rriz^ the  ptrt^ntMfß SB), LFT «tthls. a •e»>»tul» arm 

ecjsvz In ?tff~-« 19. s?r:es .       t.Aef gen^rnLod with th« first hslf 

af Mcc »e£*r^«t  •efkei'^lftd cy SIO «tc V« «eeori half hgr LIT 1« «Jjtcst 

IdKtl:«! tc 4 e«ries 1c *U.eh thi Cln* half cf «acii «cbatlal»  im •caa^-^d 

fegr LKT ntt UM ••ccad half bgr SIO.    Slallarly tkn« «aa IltUa (Uffww 

batM« achadLlas vllh SB! ixcreaelcc fra 1CS U   Cl tad arhadnlaf vlu. 

-i:  -^:.->e**i^g fre« 9C^ u ICf. s  ii-fr«trerca did favor l&creMiz^ SIC. 

r 



irohl— 1,  2 m*J UM listrlbcticc of illr 1M» seb^ol« ILSM ia the »hort 

•«ries *J*L ivc Becia.-. *.t ayprcrtBA^gly the ««a» loe»vioc M tht 2«tdlar of 

.'-•.  c.f trlh-t4.cn for Urn Icc^ »erI««      Thua  w« c*r.  ^».Lt aucij i£/cnu.tior 

»ut a specific prcbles frot A »•rle« cf «her*   »« ..«. :es cf •ehe<hU.e9  4- 

•iow» eoabiagttooa cf SIC and LET. 

Tfa« le«nii£« *-•«« Udi  fact to d«t«r&ii» «i optiaaB ratlc cf LET tc 

SIC «s follow»: 

A      uenarst« r.mt  serlos of  t*a f-.hecwles e*c*  »ivb coahlrttlwa» of 

510 «od Ut,  »tATtix^ »t  1C:9C «Dd chfcrglr« in eight «top« of 10 

to  ?C:1C. 

?.    n» OMt rftUc ij tetsrziart by finely the «eries with tbo K.Mt 

echec^le tiAr.     Ir. r**« cf A tit the ODO with  tbe wtmt "b—X »rr«d- 

al«s*  i« räosen.     If thert  1A still « ti«   -  i   s«. .es  -it:   the low- 

eft  VATIA-JC«  i« chosor. AS  th« flret  opÜÄiÄ rAtlo 

3.     T>«  prcgra th»r. cor.c«rtrÄt«e co A.I AX«« 201 ktxrm tod ICrf belotr 

U.« cptlju» par c«nt LSI.    Crmr this  mdveed raz^* nix« »erieA cf 

X  »cz>edal«8  AT« got.eratoO 

4«    AA ir. stop UK  ac ortlaoA rAtlo IA oatoralooc      IhiA fir A1 optlrta 

ratio IA  -A«! to gcaarAt« ar. aJlltiaral  IX acbadolaa 

"ha raadt of it«  ap^lleatloc tc the four ^roolcaa of tna 

o«etion arc  A.^CHS LT Fl^uraa 20 23 

m 

iba rcsulta of the prev-nua teAti tu^geated « aiajle for« of Laarnlqf 

al^it  ce effactiT«.    Ir tha focr probleaa exAifnad,   U« aear. And variant• 

of a aarlaa of tar. 5c*ve<hii«« vi.-»▼«?? eloa«  tc tba aaan and ▼•riarxa cf tha 

«a of Wo maxlr«:  etr»c--iAi at »11 ratio« of SIO to LRT.    Also i» 

. 
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Slapl« Learning 

1 Problen 1:    Machining Time Ratio 10:1 

Step 1               JfcIO 10 20   30   iX    50   60 70   80 90 
10 Schedulea 

Mean 59 58    ^8   62    66    6? fQ    73 78 

Variance 1 1   ^7 33 136   27 103 13V 21 

Beet Schedule 58 57 BSJBSflSJ *>*> 59    57 76 

Occurencee 4 *   B? SJ fij   * 2     I 1 

Beet ratio 30^ SI0 

SUp 2 
20 Schedule« 

JtSIO             13-3 

Mean                59 

16.7 

59 

20 

58 

23  3 

59 

26.7 

59 

30   33»3 

58    6r 

36.7 

59 

40 

59 

Vari&ree          5 i* 2 1 11 2     17 6 13 

■ 

Beat 
Schedule       56 56 56 56 56 ZU7   56 57 5ö 

Occurences     2 2 L 2 1 1      3 5 1 

Bt»et ratio 30^ SIO 

sup 3 
100 Schedulea 

no 
Meaii 

30 

60 

Variance 32 

Beet Schedule 55 

Jccurencea 2 

Figure 20 
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Simple Le&rnir.g 

.nablet 2.    Mactiiain« 'fiice Ratio 9:2 

st«p i ?sTo 
10 Schedules 

'10   20    30 U) 50 60   70   EC    90 

54   53    54 55 54 57   58   57    59 

Variante              4^7l 2 3 640   15    10 

B««t Schedul« 51 0&J 53 53 52 55    S2 ^S^ 55 

Oecurenr«            ^    £3   1 2 1 2      IJjfl 

Beet  ratio    20^ HO 

SUp 2 1SI0 
20 SchoduLe» 

Hear 

3.3   6.7   10   li.3   16. '   20   23 3   26.7   «I 

54     54   54      ^4       54      53     54       55      54 

/•riance        2122 292 63 

B«8t 
SrheduU 53     53 /507   53       53   Zlfi7   ^3        51     51 

Occur«iica 11917          1     ffl     k          11 

Best ratio 202   SIO 

sup 3 
?0C ii-hedalea 

»10 20 

Haan 55 

Variar'-a 5 

Ceev Scheduia 5C 

Occuraoca 3 

nicwa 21 



Simp I« Le^mlrt^ 

Frobl«» J:    Kaohluing Time Ratio P:3 

ctmp i XSIO 
0 Schedules 

Mef 

10    X    30   40    50   6C    70    80    PO 

63    62    6^   61    62    61    62    62    67 

Verlanee 1^28    11      ^»84    25 

Beet i-'hecule      62    5ß    62  Syp s<> fij? 60    S9    61 

Ocrurerre «11^41211 

äeet retlo    40^ blO 

Step 2 
20 Seneduiee 

JSIC          23 

Kemr           63 

26 7   30   33.3 

62     62     63 

36.7   40    u.< ; 46 7 50 

62      t!      62      62    62 

Variance      4 4       6       3 7      6       5 7    6 

Beet            58 
Saheiule 

£U/ä7   5V 5«   ßp   % 58    5« 

Oceurenc«    1 I        1       i i   £7   i 2      2 

4J 

Best retic 40* SIO 

Step 3 
100 Scheduiee %S10 40 

mm 62 

Variance 1 

beet Schedule 57 

occurem e 1 

Figure 22 



u 

ilmpl« It 

Frtibl«« 4-    Machining lim» Ratio 7:4 

Up %5I0 10    20   30405060708090 
.0 5ch«dul«8 

'•«•AT       61 62 61 63 62 63 62 64 60 

V«rianc«     4 10  2 16  S 27 11 28 62 

B—t Srh«<lul« 60    59    ^9    59    60 /ST7 59    59    5^ 

Occiir«i«» 711122221 

B««l  ratio 00% SIC 

bt«p 2              ^1              43 3 
20 ScheduU« 

Maan               61 63 

50 

62 

53   1 

62 

56 7 

63 

60 

62 

63 3 

6i 

66 7 

62 

70 

64 

Vwianc«        9 10 12 16 a P 16 21 20 

B94t   S 
SchMJul«      57 59 57 57 56 57 56 317 5« 

Occu^en« •      2 1 . 1 1 i 1 i . 

Bast  ratio u n sio 
- 

SUp 3                              Jß» 
100 Scha<tuia9 

Kaan 

66 7 

64 

farl«Mi 22 

Best Schadul« 56 

. Turaiu« 1 

•• 

Klffir« 23 



<o 

To Judge the «rfectiTOness cf th« simple  learning rcit'ne tne re 

suite will be rompareil with  th« reauit» of 5C:5C £10,  UCl a«ri««. 

It auts fce s«en  from aii  «»alnetion of problmm 1 and u. that the 

iearrang rouMne a^,   gl»e an oc^.lai» ratio SIC LRT either belu« or 

abcTe 50:50  (3C:X and c6 7 ^3.3 raepectiwalj).    Since th« terlvs near 

«nd  ^arleiwe taod cc  incre^ee ultli  the per cen'  510 the Learning rent*?*» 

xa^ glT« a series mean and variance either higher or lower than that glrer. 

by the 50:50 ratlc 

4J part of the introductcrv -^crk with tne pro^rais    400 dcaecule« 

-ere genera 'Hi for proo!-WB   . witü a        50 ratio.     In this series  the cptl- 

mm tüne or 55 occurred 6 tl&ea      In the   -.VC schedules In in» learning 

routine for -^robiea  t,  exartly  6 optima sfhedt-'es w«re e. so generatec 

iherar^re,  the uee of learning  In the program  loea not necessarily give   i 

lower aaan    a lower  /arlam-e,  or a higher number cptunum    <*r«cvü -• 

It Is Interesting to note  that tha program w'.th  learning did find a 

nan* Tiiniian for prob lorn U      It la   10t  possible to arcept or reject this 

leamlnc ■>*■ the oasis    f tna press it data      There  is a poaslbiuity  that 

it would be acre sfflc ent  than  the 50:50 ratio on a larger problem or 

aore «fflcieot on the olb if the nwfcer of scheduies gsneratsd at ea^h 

stage '^ere reduced 
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App^nCljt A 

Gmtt Charts of Cpt^jutai S.'h«vl    - 
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PwraA.jjn- Bi laftda 8 

y^chljo» 
P&CBLDf I -  lOtl 

-< L a 1 ^ ^ - 

1 L . 1 •: 8 : 
1 - a 3 : : : 
1 : : ; - : : 
4 o 2 \ 8 : - 
5 8 2 \ : - : 
~ • I 3 . : 
' . C 3 - : 
i 1 8 ! : : 
9 1 : : : : 

10 c * : : 
u : 2 - : 
.2 : 2 x - 
13 1 I a : 
14 5 ■: 2 
15 1 : 2 
16 5 8 2 
17 5 5 * 
.3 - - : 
19 S i * 
20 • : I 
21 3 : : 
22 ' c .2 
23 - I : 
.u . t : 
25 4 I : 
26 : * : 
2? : * 

• • 
2* • : I 
2S : c 1 
K : - - 
31 : : - 
32 I : - 
33 ■: 0 0 
)L c l c i 
35 . c : c 

36 0t : : <. 
37 1 0 - : 
3a 0 ■: : 
39 - - : 
4C 9 * : : . 
u ^ ] : : 
42 2 B c 
43 - : 8 d 
44 : : : : 
45 a : : : 
46 a : : : 
47 i : 0 : 
43 2 : : c 
4.9 5 : : : 
50 c : 1 . 
51 5 : : : 
^ : : 0 a 
53 C : 8 5 
54 0 0 0 : 
55 0 G - : •: 



* 

2    ■ a 

cv - . - 
I : ^ . : 

: . - c ; 
6 : : 
i 0 : : 
z : ' 
1 c 0 c 
: G c : 
5 : 0 : 
i : 

. . 0 - 
.: 2 0 : 
12 2 : t 

13 . ] i 
U : •: : 

■ 
i : 

16 . : 
t7 i ■ : 
- * 0 

• c 3 
2C 3 
U \ 
^ 1 

-23 S 
a . 

: 
2« : 
2^ ; 
If : : 
2^ : < 

': c : 
;! - 
32 : 

• : 
34 
^ : 

J c : 
37 : : 

m - 1 
y* : ; 

^ 
• 0 a 

Q - 0 : 
^ : 1 : ^ 

13 ■: C : : 

M : J : I 
45 : _ S 
4£ : c : ; 

: : I * 
-J : : c ' 
.^ : c : 4 : 
; : c •: c 



• 

:«j f   1 
• 

- 5 • 
C • G 

. : - : : . 

: - ; : 

: 3 i : C 
: : t . : 
. . i : : 

: . : . c 
: 2 1 : : 

I . i : 

I£ . a 1 0 
i : a c 

La 1 : : c t 
13 L . : : t 

^ - 1 : : - 

1 * 0 - 

li : , • : z 
17 - w 3 : ' 

*•■ : 

H ■ « ■ : 0 
: * c . 

21 -. : '- - - 

- * i t 
0 - e 
a« 1 L c i 

. c : c 
26 - 2 
n •• w i < 
it * l 
<■ : I : 

iC ^ : a : 

->•* •: : ; : 

>a • J c - i 
B 3 J * . ; 

34 > : * 
c . 

4 c * 3 
•' ) : .. S 
- . ) • : 

•< a ♦ H c 
.<, < 3 : • 

4C : : : * 

U 2 : : 0 * 

w c 
- j •^ 

» ^ 
*3 : : : ^ - 
44 : : : i i 
45 c : c i * 

U : o 0 i I 
u c : : i . 

40 r : : i 1 
49 5 : : 2 i 
5C * : c . I 
51 : : : - I 
« : : . ; J 
53 t : : ^ • : 

54 : : : : 3 : 
55 : : fl : 3 : 

5« : : c : 3 c 
57 c z c : 3 c 
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4 - 7:4 
%• 

:*?   : 

: -. : : : 
. - c : - 
- -. : ■ : 
: - : . : 
c -. : : : 
: ► : ; * 
: ^ t : : 
: < - : : 
: * i : : 
: < : : : 

u G • : : i 
u - ^ : : i 
1 5 : : t 
u S 0 - * 
1 4 : : t 
:t * : : t 
17 5 : : 6 
■.J • : - 
I* ' : 
ac 2 : 
2. : : 
z: : : 

^3 : ; 
U a : 
2* : 1 

:• 2 J 
27 : 1 

2€ : 3 
^ : 3 x : 

••• 0 5 
32 : : c 

: : * 
- i : c 

. : : 

M : 0 : 

37 : 0 : 

> : 0 
W 3 : 

ID 5 . 

li • : 

^ ? : 

-- 3 ; 

*- 3 ^ 
45 * : : 
u : : : i 
13 : : : 1 
* ^ : : i 
*-■ ^ . •: : 
50 I : : * 
$1 : . : * 
« c : : • 
51 : : : 2 4 
v«. C : : 2 c 
» : 0 : 2 c 
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LKIL JOB SHOP 5C 

rroc«s«   .sec 

4_-.--   ^   •••Änir'*   -if   :•: 4-1: .►--:   i.-.;   • •.   :i-:   -.»   -.  jr      •   ■      _s   — r r*   —• 

«rriclaoej  of U» prch;r»a for produclo« *fcoO* oetedolM. -«TT-ixjr 

^NAOSO«! v«*« iooifnt; «TJC  vcot»^ bat fiolj OOB of thos« f«T« »f.'leieo» 

cf tjtcoM to Htmc*. eT'T-jceä invMti^atloc. 

3M iMmiAK ;r^r»»t l« reodilj tidftpt&t.e to «rgr stater cf ru^o«. 

»la njrt won  l.-k crpor&vcc In tho octedbliof prrip-bo« o-.lj throo 

ruloo woro  ^eä la UM irtroo*.i#ätloo of UM looralrf procooo.     ''«»e wor« 

■-i« «-acrtoot  i,m\r*r\ cparAtioc.   locf—i roM&lslr^ tioo,   t.-c a^--liM  rlA^fc 

-v.««      .3B:utor rmm adr^ r^ncs    ^sblx^t.oc« of oor« UMC tlvw n.loo 

Laclrfttoc  UM«,  A S^A'   -wMtor cf odM^ul«« «r^d so  .-«..: red tc  for^rot« 

rooc  «rao^^blo«  boror^« si  UM ^reovor t.jBfr%r cf   _c»«itl« ••qoaoeoo of 

nxL* fbcismm.     Tbt Ihrme rzlmp   -*e2 soos tc prorlip for   c   — if^ooer.tAry 

•ot of r&lo« nrdct ttault intaltlvoly be oo^oottrj for ArrLlr-j at & 

•frwc ' 507^ac«    f ao'ioiin«     HHitel slack IMS «• it« priaoi7 objwtlf 

-ao avcidar«« of HI« iLao on TlUcoi a*e±ir«9      T>«   lor^eo*     wi    *r^ 

tla» .-vl«,  ic •ooo IMM*,  4t^o ft* to errocit« thco« p^oss «tdrb bo«« UM 

lew   «-*ek  «Ttllacl«.      v«      :   «loex rvio mlghl so ^«c as  a •-catltu.« 

for t^is rulo.     Tbo ctu/ <ilffcrooco bet.ewr   .ret«  .-^es ie  thai  .*ot alack 

ecrMi-Mrs UM   'of» elac*   re.s-.;we  tc  tba r.ictor of oporotisra  reaairiAfe, 

u; c« porfcrae-      The trcrtoat  laLixont cperatior. nJo prtoari^ eipedU«? 

e.-xr*. c^eraticf. gecoa widch mor*e ae aa.r;   ^cooa as ;coaib}e if aa short a 

:eric:   .5 LIMT  as  tcoaitla. 

-50^ 
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2.    LiESCIÜPTIOt OF IHE LEAR-IMG PROCESS 

The learning process le characterised by an unbiased starting position 

and the designation of tine periods during which dec is one are made on each 

xaciiine.    The length of each tine period and the nunber of tine periods are 

prescribed for the program.    The last tins period is understood to include 

all ending decisions even though the period length na^ be greater than that 

used in all preceding periods     That Is, if tins periods are prescribed as 

being 200 unite of time in length and the  last time period connences at th« 

800-    tine unit,  all declsione made after the IXOth tine unit would still 

be regarded aa being made in the last time period.    Tine period lengths do 

not necessarily need to be uniform.    However,   'n all investigations,  they 

wer« prescribed as ooing equal. 

The program initially generates some prescribed number of schedules 

with an unbiased starting position which implies that the probability of 

selecting any of ths three decision miss is equal at &11 decision points. 

For each schedule, a record is kept of the rule selected at each decision 

point and the time period in which the decision point is located.    Each time 

a superior schedule is generated, the sequence of decisions which produces 

the schedule is stored as the most recent b et standard. 

After generating the prescribed mariner of schedules, control is passed 

to the learning segment.    Each decision point in the decision probability 

matrix which occurs in the first tins period is then biased to certainty to 

select the rule prescribed for the decision point in the most recent best 

standard.    All decision points in later time periods are left unbiased. 

The scheduling program then generates another prescribed maaber of 

schedules.    The sequences of goods r  ^eduled during the first tine period 

I 
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will be Identical for e&ch of these echedulee and only decielone fcllowlng 

tiae period one vary.    Again, each time a suparlor schedule is generated, 

the sequence of   it isioi.« Is stored as the most recent best standard. 

The  roles prescribed In the standard which occur In the first two tins 

periods are  then set to certainty In the decision probability matrix and 

decision points in later tixae periods are uaintained in an unbiased positior. 

This process continues until the last  time period Is the only one with vary- 

ing decisions possible      At each step through tht» tiae periods, the number 

of varying decision points Is decreased. 

After all  time periods have beer, consideredy  the second  step in the 

learning prcceer.  takes place.    Each decision point in the decision probability 

matrix is then biased by a fixed amount In the direction of choosing the rule 

prescribed for the point in the standard sequsnce.    That is, if the standard 

sequence specified that the SIO rule was to bs selected at the 5th decision 

point on a particular machine, a 50% probability might be placed on selecting 

thia rule and the other two rules would have probabilities of 25% each.    The 

process of generating schedules through tine periods  (as prsviously described) 

would then b« repeated.    Convergence toward a unique decision vector can be 

aceoiunodr.ted by strengthening the bias which is placed on the standard 

sequence decisions at the end of each progression through all time periods. 

3.    VERBAL l^TEP lEbChllTION OF LEAKNIKG IROGRAM 
d 

1. Jenerate a schedule (1 • l,...,n) 

a. Each time a decision is made, store the time period and 
rule choice for the decision point. 

b  If the schedule is better than the previous standard, go 
to o. If not, 1 <-i * 1 if i ^ n and go to 1. If 
1 • n, go to 2. 

2. Bias to certainty the sequsnce of rules through time period t. 

.. If t Is the last tims perio-, go to 3. 

b. Go to 1, t <-< ♦ I. 
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3.    Bias «ach deelalon point in the decision probability matrix 

toward the rule specified for the point in the standard sequence by sons 

predetexTnined amount.      Go to 1. 

Liscuseion of results:    In all tests of the learning process«  it was 

found that when the bias for the standard sequence tecame too high,  the 

generating of better sequences became severely restricted      With a bias of 

50* or 60% toward the best  rule at each decision point, ouch more effective 

learning was observed. 

Also,  since fever decision points are va^ing when later time periode 

are under consideration (i.e., decisions made in early time periods are set 

to certainty) a fewer number of schedulee needs to be generated to find a 

better sequence than in early time periods when many  (or all) decision 

points are varying      It was observed that the generating of better schedules 

with all decisions varying seldom occurred      A few of the coub)nations of 

number of time periods    and loopt/tins period are shown below for the 

2QI5X5 and lOXlTLlO problems along with their results. 

201X5 FroblsB» 

No. of T1*B     Schedule«/ 
Periods       Tims Period Tota^. 

Total 
Loops 

Best 
Scnedule 

Running 
Time 

f 15 10S 1326 42 min. 

3 15 105 1257 40 

5 25 100 1227 37 

(8.6,3,2,2) 21 m 1221 33 

(1.5,5,5.2,2,1) 21 105 1254 40 

10 2 20 120 1236 45 

3 15 105 1046 3« 

(5.4.3,2.1) 15 105 9% 34 

(1.1.5.5,3) 15 105 loeo 26 

■ 
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Th* above resolie appear tc Indicate that the uae of a variable 

number of schedules per   -Ime period with the number decreasing as later 

tlue per-iode are •   nsii« eJ is bhu beat approach to the  problem. 

Leciming with the 6X6X6 problem was very poor.    This might be explained 

by  the fact that a "good1* schedule  (only 8 or 3 tloe units above the known 

minimum of 55) taa aixaya generated while all decision points were unbiased 

Continued search was unable to gst below this "good" schedule      As the bias 

on the tttandard sequence of rules wus strengthened,   a Hmaller nianber of 

"bad" e'-hedules wet generateo than by the purely random (all decision points 

equlprobabie),  non learning process      Frum the maaber of scheduJ ee that 

wer« generated during the 61616 test  rune    consideririg both learning and 

non-leanr.l:.g  runs.  It should be expected that at least one schedule achlev- 

irg the minimuEi of ib would occur based on previous experience using only 

the S10 and LRT rules     Tbf addition of the oMichine slack nüe may thsrs- 

fore make it Imposeible   (or «txtremsly difficult)  to  achieve the mlnlmun 

Since results from teats using the  6X6X6 problem wener not significant, 

graphical plots of the results have not beer. made. 

Typical results achieved in test runs of  the learning process using 

the 20XCX5 problem are plotted In Charts 1-4     Chart 5 shows th« results of 

generating  100 schedules with all  rules (>»'■    SIO.  LAT) having equal proba- 

bility of selection at all d«clsicn points  (i.e.,  non-learningj.    Chart 6 

sho*e the cumulative number of t hsdules found with  total  schedule times 

less than    X    hours both  for the  learning and non-learning prccssses      The 

results appear to indicate that progressive learning is  taking place      Also, 

it   ■«/• observed that learning progressed very rap.'oly during the early sts^ee 

of computer runs and decreased during the later stages 
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Typical  reauite arhlevMl in t«et runs of the  learning process using 

the 1QX10M0 problem are plot.t«d in Charts 7 9.    Chart   9  shows the results 

for 100 schedules and non learning.    Chart  10 shows the cumulative number 

of schedules found with total schedule times less than    X    hours both for 

the learning and non-learning processes.    Again,  results appear to indicate 

that progressive learning is  taking place. 

At the bottom of each chart,  the biases placed on th* stsndard sequence 

of rules ii   indicatod      The remaining two rules ware made  - .uiprobable.    At 

the start of each of the new biasing periods,  a greater variability is ob- 

served since all derision points are alloMed to vary.    As scheduling ap- 

proaches the last tiJDB period  (the end of each of the biasing periods),  the 

variability  is  reduced since a unique sequence of decisions is being made in 

earlier tlas {«rlods and only decislous  in the  la^e time periods ore allowed 

to vary. 
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CliART 1 

^ 

lr50 Time Path  - Total Schedule Tiiue 

15C0 

U50 
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I 
1?50 

20 x 5 x 5    Probleo. 
5 Time Period     - 200 Houre Lac. 
5 tcheduies / Tirr.« Pfcriod 
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1300 
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11^0 
to ÖC 

Schedule Nmber 
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CHART 2 

Tirne Path  Total Schedule Time 

20 x 5 x i> Problem 
lo tine  Periods  lüO hour« ea^h 
2 Schedules / Time Period 
Biasing toward standard as chown 

- 15(0 

■ 1490 

UOC 

1350 

1300 

1250 

120C 

1150 

I 
e-« 

« 

O 

20 40 UJ not 120 

'chedule dumber 
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CHART 3 

Total bcheciule Time 

58 

20 X 5 S $   'roblaa 
5 Time Periods - ZUJ hours ^aei. 
8,6-3,2,2    Ujhedulefc Time Period :-t> Reap 
Biasing toward standard Ruies as shown 
* Initial standard taken from final 
stardard determined in Run on Clvurt 2 

1150 

O 
20 i*C 60 

Schedule Number 

80 1C0 
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CHART U 

Time Path  - Total i-chedule Tin« 

2u x 5 x 5 Problem 
5 Tiu.e Periode - 2^0 hours each 
3 bchedules / Tu e Period 
Blaeing Toward Standard Rulet as . iiown 

I 

uo 60 eo 

Schedule Number 
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CHART 7 

Ttii.e Path      Total tchedule T-Lne 04J, 
10*lüxlü Probleia 
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JHART 8 

Time Path  Total bchedule TIM 
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CHAPTER IV 

OTiKR KINDS OF RAWING 

IKTROS'JCTION 

In Ch»jtcr  II th* re»u.Us of Applying simple learning to a series 

of dt probiAAS was discussed      This ulople lean.irg conalstsd of the 

applic&tior of 8X0 anc LRT decisJon rulss with  probabilities Tarying fro» 

SIO:LRT 10:90 to 90ii0 in stepe of 10,    Using th^ criterion of lowest 

cicheduie tine th« bent ratio of blC.'LftT Mas cnosen      The seamh process 

ther  repeated in a narrow zove aroiuid the chosen ratio '-o determine an 

optimum ratio. 

In this chapter, this simple learning is Hpv.lied to the 10X10 prob 

1cm. The toohidque is also extended to multiple learning wh' -e Yar/ing 

probabilities of GI0-LRT, SIO-MS and LKT-MS art* tested and compared. A 

fiirther extension uses a variation of the Hooke and Jeeves search routine 

to explore Uie effect of oombinations of SIO Mii-LRT decision rules In 

all instaniee above, the se^ of probabilitias when ^hoser .-Misln flxsd 

throughout a complete • hedule 

Three general con< lusions may be drawn from the «tu-Ue^ in thii chapters 

(1) For any gifen Ijength of computing time, simple or rau.'ti/e learn* 

ing with local  rules will   ^ive better results than the eame ruJes applied 

equiprobably 

(2) '.■«'hen the results of these teets are ^oojiarod with results of 

Chapter III,   it seeas '•lear that  learning by deolaion point within a sehnd- 

uie is more effc-tivs than Jearnin« on probabilistic combir.&ticns of rules 

applied over a whole schedule. 

(3) TM nature of s scheduling p^blem is rhanged wher   the problem is 

r«T^r«ed 

6t 
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2-    SliiPUB LEAIKINGt    10X10 FROBLBf 

To decrease  *.Y*: tLue rtqulred for the computation onty fiv« romblnatlona 

of probabilities ware tested at each of the two learning etages.     In stage 

one  tbm S10 and LRT decision rules were  teeted in probabilities var>lng fron 

S1C-LRT 10:90 to 9C 10 ir. step^ of 20 (except where noted).    If,  for exemple, 

the best ratio in •u.ge cue was 60:4C SIO.hrtT,  then in the eocond stage. 

. u',       frcui !£:(:0 to ÖC:20  in steps of 1C MOttU be tssted.     Ihe best ratio at 

t^is  stage would be used in an adriitionai beries  "f   . sts      The series of 

tests *tt,r  . discover how few s^hednlee weie required for  i'V *•   -oabina- 

tion o/      <     *    ' .   ies at H& h stage to give a reliable ettuaV-e of the  hes* 

ratlo'>;f probabilities.     Tt     resul4 a are Illustrated in Figure L«     As a -'heck 

on  *.ne usefulness of the learning routine, X0 scheduleu wei^e ^neratad at e 

ratio of 5X0:TüT 50:50 -J bast tia« generated was 1049 dsys. 

aseion of Results:     It is clear from the iMt results that the 

optimuB. ratio of SIC .i^T ia in ihe 70:30,  BC:P0 range.    It «ay be seen that 

in rum» 2, 3.  4 with two srVdules geteraled &t each • oablnation the oj tiaiira 

was alwajrs found.     In runs   ^-8, with only one «chedule generated at each com- 

bination,   Ihore was no success in determining tho optimum.     It would  seem tha* 

this problem a oininnur. of two e  r.idulee at fa-h cfnbinatlon is  required. 

A figniflcaBt result of this tea«, is that all   out two of tne learning runs 

3d ji  oetler sthedule   than the series of XO equiprobable schedules in 

15 per cenv .ir lens ot  the  tin». 

. 
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f 

Run 
1  
Schedules Generated 
For Each Coablnatione 

1 10 

10 
0 

JtIO 
Best Tine 

10 
1113 

50 
1063 

30 
1091 

60 
1055 

50 
1098 

70 
1025 

70 
10U 

90 
"1^42 

90 
1048 

80 
1008 

100 • 80 
1011 

2 2 *SI0 
Best Tlae 

20 
1105 U09 

60 
1096 

80 
1127 

100 
130? 

2 

10 

«0 
1120 

50 
1123 

60 
1079 

70 
1053 

80 
1191 

70 
1027 

3 2 ^510 
Best Time 

20 
11U 

40 
1102 

60 
1122 

80 
1076 

100 
1303 

2 

10 

60 
1119 

70 
1068 

80 
1089 

vo 
1096 

1046 

100 
1303 

70' 
1027 

A 2 

2 

%S10 
Best Tlae 

10 
11U 

50 
1082 

30 
1083 

60 
1206 

50 
1115 

70 
1092 

90 
1075 

90 
1128 

80 
1124 

10 70 
1070 

■ 

Figure I 
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TJ-« nul> iple learning is esaanti&lly the same m oimpl«  learning, 

ihe tvo eta^e ler-rning ie carrlfcd out for comLinations of SIü LKT a» de- 

t-v^ribed rreviouai^      Thon this process is rej>aat^d Tor ronjbir.ations of 

510:^5 and o" LRTtMS.    In theee runs  it was derided to narrow tne range 

of the Meond etage so that a best nomblnaticn of 70:30 in  the first 

'ige would be  followed b>  ^ciibinations frv« 60:40 to 80:^0 in steps of 

f  (except ds roted). 

This »eriee of teets was coadurted for bc-h the 10X10     id the 20X5 

probier     Th«  insult« aid shown In Figures 2 and 3 reapectively      An at- 

tempt wa$ IUA*   to deteroune if the two probleao had differei.*   character- 

is ti'S wh^n  reverbed.    Speclfiralljr multiple Jeandng was applied to ea~h 

problem atartlng at the end of the achedul«.     The result« are also tabu 

lated in the Figuren  referred tc above 

p^iS'^ssion SimJSäBilt,t''    ^ie series of tests indicates that the bes*- 

two derleion ruJes  for the 1CX1C probier are SIOrLRT in arproximately the 

same propertloa as found previously  (90:1C).    The brat  schedule found, 

L0A7 ctays, happens by ehtBM to be well above the val^e» found in the 

sla.ple learning.    For the 20X5 problem the lowest tiiss,  12S2, of this 

series of teats was  found by multiple  learning,    lbs beet pair of derision 

rules vas clearly found to be BZOtlB.     The minimum orhedules at all combi- 

natior.s ware lower than the mfcjority of the combinations of other rules. 

For both problem*  it was clear that mom  than one schedule w.ist bo gener- 

ated lor ea-'h combination of probabilities tc giv«» reliable results 

ihe tentative conclusion from the experla^nt in scheduling the probl 

when reversed ^ave  itiwer minimum srh^dul^s  for moat ccrablnaticns of S10:N5 

i 
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LiCiih'L rea/iinad th« b«8t  pair of rule»,  but the b«8t ratio rhanged to 

£I0:LRr 30:70.    For the 20X5 problem the SI0:&> combir.atione  became auch 

lece eifective,  while UOrLRT comblriatioue Improved.    The beet ratio waj 

SI0:LRT 50:50.    In both problems the oTerall minimum for the regular eched- 

ule waa lower than the overal I fflinlmua for the reveraed schedule 

■ 
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5( 
1247 

70 
1179 

% 
U66 

50 
i U7'. 

60 
i 55 

70 
1110 1185 

90 
122^ 

, ^I0~LRT * %S10 
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i2Ui 

^0 
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1159 
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1114 
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1 
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60 
1252 

65 
1275 

70 
1203 

75 
1178 

80 
11V1 

Bast R« tlo             blü :IüT 85:15 10^0 

Figure 2 
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5 SI0>MS 6 *SIO 
liest Tia* 

10 
1241 

30 
1136 

50 
1134 

70 
1136 

90 
1216 

isio-urr 
t 

3 

6 

3 

*SIO 
B«st  Tim« 

40 
1158 

10 
1115 

80 
1096 

45 
1141 

30 
1048 

85 
1066 

50 
1247 

50 
IC70 

90 
1163 

55 
1247 

70 
1077 

95 
1111 

60 
112* 

90 
10i»7 

100 
1275 

SIÖK5 6 SHUT 
Be»r  Tla» 

1C 
]270 

30 
1107 
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U14 

70 
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90 
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3 80 
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90 
1117 

5 
1115 

100 
1177 
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10 
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U.    D!'>SCT SEAhCH 

In order to aake the learning process more efficient,  a direct «eerch 

program (see  [ z ]x waa written as  follows. 

1. Generate a schedule using SIO-LRT-MS    equlprobable      Dee schedule 

tiine &s first standard 

2. Increase 110 by A from base,  decreasing LRT,  MS by A/2.    Generate 

a schedule . 

3-    Pepeat  (2) for UTT. 

/».    Repeat  (2) for SIO 

5. Repeat 8tep8 2, 3» 4 N tlaes,  or until a schedule Is generated 

below the star.dard 

6. If the schedule l.i belcM  the standard,  update standard,   record 

the successful  rule, go to 6. 

7*    If A • 6 go to 10.     Otherwise put the Taiue of   6 ' n L aitd go to 

2.    (6 < A) 

C      Incrense probability of success/VU rule In base by A.    Generate 

a schedule. 

9      If the schedule Is below standard,  up'ate  the standard and go to 

8:    If not,  go to  (2). 

10      Halt. 

In the series of tests conducted with this  program N • 1C, A was 

varied from 6 7 to 13 3^ and o was 3 6%.    The results for the 201^ problem 

are illusl rated In Figures v 6. 

Discussion of Results:    The graphs show that the technique does give 

progreesl'ely Inwer times      However,   the lowest achieved in all three cases 

are higher than the time obtained from multiple  learning with the  sane 

computation tims .    The tests do show that the higher A of 13.3^ is more 
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r effective In obtaining schedules »nd  that lit tie benefit ic obtalr^c ^hen 

L is reduced  to 3 W for the  final ten trials      This suggests that the pro 

gran coulc  be modified fvrther tc oaks it &ore efficient. 

I 
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CHAPTER V 

JOB SHOI  SCHELULD 1 PROBLEM 
GOOD H.'PERCHAN'.E lECHNIyiJE 

Problem;    Giv.'i. a feasible acbedule,   «tt«BpL to Laprovo It by 

mtercnanglng the position? of gcodn on the schedule of any machine 

Method -       The pro^ranD wae written so that scheduling instructions 

were  laken froa a specification matrix.    Goids would be scheduled on 

oii^h machine in their order of appearance in this matrix.    The original 

natrlx (Figure  P was generatec by the iu-.e of the machine sla^k loeaJ 

i.. heduling rule.    Modifications wore made to  this matrix in the follow- 

.ng ixune*. 

1      A luarhlne was picked at random . 

2.    TVo goods were • hosen at randot fron, the schedule of this 

marhine, and their positions on the schedule were interthai ged. 

3*    A schedule was  then generated and the finish date rerord«d 

i»      If the fii ish date was  Lower than the previous optlaf   i the  inter 

change was retained and a new cptlmum was set.    Ctherwise,   the sneclfl- 

cstlon was returned to its starting position.     The process was  then re- 

peated a given t.umber  of times 

A triple exr hange of goodc was also ij.vestigated.     ihe jnthod wae 

essentially the same  as  above except that the position of three  ? ode 

kere Interchanged 

Resuitg;    Ihe results are tabulated 'n Figure 2.    It. ma^  be seen 

that in the series of runs,  2,  3 and Ü,   the nthedule time was reduced from 

133/, to 1?K days in 95 minutes of computer UJDB      The triple interchange 

was not successful   in reducing the schedule  time in 36 minutes of com- 

juter  time 

HO- 
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Good« 

Begiining Specification Matrix 

MM hlr.e 

i 2 3 d 5 

13 U 8 11 11 

20 :c ^ 5 5 

S 4 13 0 20 

1 1 « 21 20 B 

I! 20 L7 9 i- 

» 19 19 19 

i7 L9 i. < 16 

- 17 1 16 18 

19 7 :. 7 
• 

v 

I 15 7 12 1 

- 2 ^ 10 .- 

12 12 10 1 10 

7 1 6 17 3 

16 LO 16 13 L3 

18 18 IP 18 ■/ 

1C i U U 4 

t \ 3 3 ? 

3 •♦ - 15 17 

U U ^ H u 
4 9 ( 6 • 

Srhedul« Tim 1334 

Flxur«!   i 
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Pair Int«rr haiig© 

CycJo« OptlAUi S^hedul« Int«rrhAnge Joipc »er 

S*-ftr» Flrüah ColUBT Goods Ti«ft min 

1 * 1334 132') d 17 12    - 31 min. 

. y . L322 . ' 5    - 33  adn 

3 % 1322 13U 1 :J 9 32 oln. 

i. 50 . nu 32 min. 

b0 .   ft 

Triple Ir.t«r''han«« 

1334 36 min 

Hgur» 2 



CHAPnER 71 

PARAMETRIC COMBU AXIOMS 
OF LOCAL JOB SHOP RlfLES 

INTRODUCTICN 

The   study undertaken in this  paper is nDtlvated In pert by the 

succesi   cf prcbutiLlstic learning combinations of loeal rules  reported 

on In previous "hapters and in part by the impress ion that a different 

ffleans of  rcmbining local rules could be even more effective.     Although 

thi      0,   LRT and KS rules are not directly casnersurat«,  it  Is  possible 

to change •-ch into a hybrid rule whicn can the»   be "parametrically" 

combined with the others, msarlrgfully preserving the identity of the 

components,   but in synthesis creating a rule capable of decisions «hich 

canr      h* specified by auy of the rules  in isolation.    We shall call 

au-1". 6 ruLa a hybrid rule. 

?mpiriral results of testirg combinations of hybrid local rules 

appear to confirm these hypotheses,  and to uncover some additional ad- 

vantages of the    ybrld rules    s wall.     It should be emphasized that the 

study undertaken in this paper is of restricted scope.     It has  Tot 

attempted to make uce of the apparently  strong node dependency  found in 

the previous chapters,  rior has  it attempted to combine more   than two loeal 

rules at orce on any given problem.     Thus if the combinea   v brid rules 

were superior to  the two rule probabilistic combinationa with identical 

weights api lied at  each decision point,  the rstionale  underlying their 

creation wnuld be  Justified.    In fact,  the best hybrid rule coatbinations 

not only surpass  the best uniformly weighted probabilistic combl rat ions, 

but on two of the three prroleme examined do as well or better than the 

best probabilistic combination which allows for node-uependency      Ihe best 
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hybrid cott.birAtions wer« found by generating subet&ntiallj   fewer ached- 

ulee than required  in finding the beet probaoilistic coabination«,  and 

a study of  the plot of schedules produced shows that a coarser range 

of parameter settings would have produced results as good,  en that the 

number cf schedules exaodned  «a» greater than neceesary. 

2.   R£s^imt£i.r.. ^o-, HYBRIL RILE coronaTioMs 

In order to itodif}  a set of simple  local rules  so that  they can be 

coobined,   it is  necessary to decide on a format for the syntheti'*  rule 

which th^y  will compose.    The  format adopted in this  paper is well 

illustrated by the unmodified LRT rule      The LRT rule ran be conceirsd 

as consisting of twc parts:     (1)    an indax function which assigns ar 

index  (remaining machining time)  to a Job based on its current state in 

an eTolring scheaule;  and (ii^ a decision function    whi^h select      the 

job associated with an index baring a specified property  (the greatest 

index of those defined)      ITie synthetic  rule used here will  hare th* 

same decision criterion as the LRT rule,  that is,  it will always select 

the job associated with the maxiaum index giren by   its incex function. 

The simplest way of creating a eyntheti:  rule from a pair of  lot a I   rules 

would be simply  to  sum the Indices assigned by earh,  and apply  the de- 

cision criterion to the sums      This will not glre very sensible results 

for the 510 and  LRT miss,   since  in the 610 the best  index Is the small 

«st,  whereas  in the  LRT the  best   index  ie  the greatest.     Taking the 

nsgativs of  the SIC indices,  and  then adding them to the LRT indices, 

would give somewhat more meaningful results.    This  is  still not very 

reliable,  however,   since the sizes of the operation Firnes  (the SIO in- 

dices) may be expected to be similar from one point in the schedule to 
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the- naxt.  whereas  t.he  i-«iu&inlag KAchlnlng tines  (the LRT Indices) sre 

eteaailjr decresblnG.    Th«? way around this roeiplicatior. is to eoapute 

tne total nuaber of unperforatd operations,  divided by  the number cf 

Jobs,  arid then to divide tnis nuaber into the remaining UJMS for the 

Jobs in a ^a« hlne queue      The outcooe ^ives  values for '-he index  function 

of the hybrid LRT rule which .ire ooonensurate with the 510 indices.    This 

car: fwrhaps i^oet easily  be seen by noting that if all jobs had Ute sals'1 

nuiDC>er of cpwrations  remaining,   the hybrid LRT indieee would give the 

average reoalning operation tjte for each Job In the machine queue.  Thus, 

since at every point  in the s'-heduls the hybrid LRT indices belong to the 

S'~ne srale as  tne laninent operation times of the SIO rule,  their com- 

bination in a sinple algorbraic  BUK (the first plus  the negative of the 

second) has a stable aignificince 

The synthetic zule,  as an extension of the exaapls Just given,   takes 

for Its iitdex fu:*ction a linstir combination of the index fUncticns of a 

set of hybrid rules      Thus the difficulty issntioned in muning the SIO 

and LRT Index fun:tion values is rr<icissly the one required to be over 

cone  by the hybric .Alles which compose the synthetic SIC-LRT ccablnation 

used in this  report.     Under the assumption that si* h difficulties as these 

havn been resolved,  the  form of the synthetic  rul« can be neds explicit 

as  follows.     Let 1.    X.......X   denote ths index functions associated with 12 n 

n    local scheduling rules      The inoaj function   X    for the synthetic rule 

is given by 

1  ' ^i  '   Va  *     ' Vn» 
where the    a      nake up an arbitrary set of non-negative real ntnbers    The 

Ladex functions are defined s«. that for a given  Job    3 ,  in a particular 
J 

state in an svolvir^ schedule, ^4   (SJ * n<«    1B * nuaber.    The Index 
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function    a.X.     le rharacterizeti in th« u»ua.i **aj by    a.S.   (S ) ■ a.n   . 

If    S  •  ^l»S2•   •   »^   '    i* ^h*^  8«t o-f Jobe belonging to the queua of a 

spaclfi': aachirv«.   then  tha decialon rritarion for the synthetic   rule xa^ 

be represented ae a function of    S producing one of the Jobs In   S    as 

Its value      In this paper    X    la defined BC that (8^   - S      wnere    S 

maxlalses    US   '  for ail    J    such that   S     S. 

The requlreoeüia to oe  pieced upon the Index functions    S4    so that 

they can be combined in a se&nlngful  synthetic  nile    an now be formulated 

as follows; 

1)    The    X.    should be  defined so that ihej  can be eu edited individu- 

al ly to the decision criterion and yield the same decisions as the 

uoaodlfied local rulee  from which they are derived 

t)    Each    X      oust be si&led so   that,  for any given set of weights 

(t{),   no Index function ».111 alter its relative Influence on the 

;oapoelte aeclslon as ths s-hedule evolves 

3) Rech    X      In conjunction with the decieion criterion must be 

capable not only of specifying a "best" choice,  but oust be anle to 

rank all chei^ee meaningfuliy along a e^ale which eorretly reflects 

tlielr relative positions.    Furthermore,  the scale must  be linear; 

that le,   its units must  be of invariant signlficar. e at all points 

4) The    X.    must depend only on paraoetere whose eignlflcance Is 

uncfianged  from problem to rrob'en. 

Obviously,   the above  requiremen»-B are the Ideal ones.     They might be 

imperfectly met and  the synthetic rule etlll reeult in excellent schedules 
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for snnje Taluoe of    the a..    The primary value In satiefying the 

requlrecente is the intuitive expectation that uniform changes in the 

a,    would in corse^ience be acre likely  to result In schedules having 

certain readily specifiable  relationship to one another.    To express 

this notion more adequately,  let   F    denote a specific problem, and T 

denote  the tias interval from the first operation begun to the last 

completed for that  problem.    Given a sat of   X.     and a decision criterion 

X. T    can be represented as  a function of the parameters    a.     for each 
P 1 

pchedule generated by the synthetic rule.    It is  assuaed that the syn- 

detic rule always determines a unique choice,  so that    T   is single- 
P 

valued.    Then for each setting of the paramoters, 

V Tp(a • v *••' ^) 

denotes the schedule time which we are Interested in minimising.-'     The 

restrictions placed upon the    I.    are in part an attempt to formulate 

those conditions which will  hopefully make the function    T      the best 

behsed.    Hie other purposo oi  the restrictions depends on the assusption 

that the original  local rule» were actually relevant to the  problem ob- 

jective,  and by defining thw hybrid rules properly ths degro«  to which 

each local rule was relevant could be w'rrored by selecting the right 

values for    the    a    , hence allowing sn optimal combination. 

Cnce the   I.     are given,  however,  the real concern is with    T . 

Empirical Investigations to d«termine the merit of the synthetic rule 

concept rhould be aimed at fir ling answers to questions like the following 

•J7cr acre generality it would be possible tc  specif^ decision noaee,  and 
a set of    a.    associated with sach.    This essentially multlpl'es the argu- 
ments of ths function   T , but does not affect any other part of the en- 
suing discussion. p 
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1) Do the lowciit ▼alu«6 of T   comptre favorably' with echedule 

timPB produced by other me'-hod«? 

2) Loee T   aa a multivariate function have a unique relativ« 
P 

caxiBim or a unique relative ndnlmum? 

3) If not, do the succeeeive relative extrema follow a pattern: 

lor.example,  are they Increasingly high or low? 

u)    Do the aaall eat values lor T   occur together,  and if eo, what 

range of the paraneter cettlnge will yield these values' 

5) Do the lowest valuee ol T   occur frequently    - if they do not 

occur together in a characteristic subepace of parameter oetr.ings? 

6) Is the synthetic rule consistent for a variety of problenr: 

that is, for each pair cf problems >,  and M ,  Is there a eoostant 

X (uepending on •.>,  and ^ so that 

"V (al,V-  'an)      V^'  V- »V 
for all a.?   Or will the above condition hold with ka.  replacing 

a.  in the term on the leit' 

7) Can problems be readily claesified for values of the a.  which 

make T    small? 
P 

3.     DESCRIPTION OF lESlS 

The three probloms examined in the Fisher and Thonpeon study Li] 

or.d in the preceeding chapters of this report were used to test syn 

thetic rules consisting of two hybrid local  rules, with the values of 

a,     and    a-    held constant in the generation of any single schedule, 

across all decision point«.    Problem I consists of six Jobs to be 

routed across six machines,  ProMem II consists of ten Jobs and ton 

machines,  and Problem III consists of twenty  jobs and five mechinra. 
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Synthetic rulos conaistin^ of the hybrid SIO and LRT rulee deeeribe'j 

earlier were applied to all thr«)e probleous, aid in addition a hybrid 

MS rule was coupled with ♦he Uli rule on Problem III.-^ 

The hybrid MS rule was baa 3d on the following afl8tT«pt4on8: 

1) Once tha critical machine  - the machine with the grsateet 

proceaelng time yet to be »rforaed      la detamir.ed,   the relative 

-ieairability of acheduling one Job instead of another dependa onlj 

on the difference in tines required to reach that machine. 

2) The time required by a Job until it la available to be proceaaed 

on the critical machine can be reaaonably approximated by the time 

&t which It  vould be released from the machine for which it la 

pracently queued,  plus the aiun of operation tisaa to  be performed 

on all marhinea before the critical one is encountered. 

3) If the critical raarhlne la the one whose queue la presently 

being examined^  the MS Indux function reduce a to apecifyi&g the 

tiiase required until the queue  joba will be ready for machining, 

weighted by a factor of 3. 

k)    There la no neceaalty to take into account by how much the 

critical machine    exceeds the aecond moat    critical machine ir. 

p  
—'The hybrid SIO rule actually used defined lomlnent operation lime to 
be the time required to  icmplett. an operation if its associattd job 
were scheduled now,   i.e  ,  the time to machine the job operation plus 
the tim« consumed,  if t.Ty,  in waiting for the job to arrive.    The hybrid 
SIO index function subtracted the inninent operation time fron twice the 
greatest operation time in the schedule,  always producing positive val 
ues.     Taking the negatives of imlnent operation timea,  aa euggeated 
aoove, would havu been both simpler and more in accordance with require 
imnt  ( 2 ) on page   06*  though there would have been no difference in 
aohfldules generated 
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rei»üiiiAS procesoing time, nor le it importert to conaldor when 

qumi««! Jobs which raach Bac>dn3s other than the one moat critical» 

5)    Whan a Job doea not bavu any of ita remaining operations to be 

performed on the critical aachlne,   its rcjative iaportarc«! oy the 

K5 criterion can be approxloated by apecii^ring that it reach the 

critical machine one arera^e operation tiue after the greatest aum 

of retoaining operation timas for ar>  job in the queue. 

The foregoing asaumptiona baar a crude ivaemblance to reality,  but 

more realistic aaaumptlora vould require adjuat:uente of the MS r 'i* vhlch 

would completely destroy ita al.^eady borderline local statue.    Cpertiting 

within the fraacwork of t ««i aasuaptlona, the hybrid MS index function 

gives the negatives of the indices produced by the unroodlfied indejc func- 

tion,  to accomacdat« the n&xintsation principle «'f the synthetic deciaior 

criterion. 

4.     TEST RESULTS 

We turn now to a description of the actual handling of the rules and 

the teet results.    For each of the three  probTeaa on which the rulea were 

tented,  the weight of one of tns index functiono was set equal to unity, 

and the other allowed to vary from zero to a poaltive value large enougr. 

that the first function did not influence the decision criterion.    In 

each combination,  the hybrid LRT rule was the one whose weight wsa alJowed 

to vary.    With each schedule generated the least positivo increment 

(using discre'<' Jtaape of  .001) of th^ LRT weight was determined which 

would cauae a differert decision to be made at any point in the schedule 

In this way it would be posaiblo to generate,  exactly once,  every unique 

schedule using non-negative weights for  the two hybrid index functions n 
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(TJee vere resolved by picking the first Job found which maxiaäzed the 

decision criterion,)    Bjy permitting only tha LRT wsight to vary,  the 

time function T   was made dependent on a eingle variable for any given 

problem and ax.y given sat of rules.    The plot of T    for the three prob- 

lea« is given in Figures 1 through U. 

The seventeen schedules generated for Prob'«« 1 exhaust all of 

those which can be  produced by SIO-IÜT coiabinations using non-negative 

weights.    It is known thac there are exactly tvo best schedules possible 

wit)   schedule times of 55 hours.    The sinple enumerations by varying 

the LRT weight M described above found them both.    From Figure  1 It can 

be see.) that any weight for tha hybrid LilT .1ying between 1.61 and 25 

with the hybrid SIO weight set at unity, would have produced an optimal 

schedule of $5 hours.    Thus,  a systematic incrementing of tha LRT weight 

?B before,  but requiring that no increoents be smaller than    89, would 

hav« still  assured that the best schedule be found,  reducing the total 

number of schedules generated to 4*    It is not easy  '    make a direct 

comparison with eithar the probabilistic combination method which uses 

uniform weights at  each decision point (Method A}, or the method which 

allows tha weights to varj  across decision points (Method B).    The 

reaaon for this is  that tha optimal sets of weights for Methods  A and B 

ware not determined in a single comrutar run,  but were fouivi  In the 

procesn of adjusting parameter    and techniques of exploration after each 

run, and than resutaaitting the methods to tha computer using data ob- 

tained from previous exploration attempts      For example, a schedule of 

55 hour» was found and rep^xluced on the eleventh through thirteenth 

of the schedules generated on one eomjuter run with Method A.     However, 
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approximately 100 s'ihedulea were generated in runs leading up to this 

achievement.    Method B,  eimilarly, on Problem I,  produced three or four 

«hedulet of 55 houra out of aprroxlaataly ICO generated.    Thu» the re- 

sult obtained by the hybrid rule oethod of t*»o 55 hour echedulea pro- 

duced in 17 cchedulee generated indie atee that this arproach was ouperlor 

to the probabilistic combination methods on Problem I.    The faet that f. 

ccarser range of weight settings for the hybrid rule method would have 

insured finding one 55 hour Bchedule in only k generated strongly sup- 

ports this conclusion. 

For Problem II the hybrid rule approach achieved bettor schedule 

times than obtained by either cf the probabilistic leamlr.g teeh'Uques. 

The best schedule obtained by Method A had a length of 1006 hours, 

and the best found with Method L was 9S4 hours.    The last was fcund 

once in a computer run which gennrated 90 schedules.    The hybrid SIO-LRT 

ccsiblnation located two cehedules of 991 hours ir t5 echodules generated. 

Figure 2 shows that a lower bound of increments to ths LRT weight of 

.327 would still have insured that a schedule of 991 hours be produced, 

and would have cut down the total nusuber of schedules generated to 13. 

Problem III is the only problem for which a probabills ic rule was 

found which did better than any of the hybrid rule combinations located. 

It should be pointed out,  however, that the best schedule was found by 

Method B, which assigned weights to all three of the SIO,  U T and MS 

rules in addition to allowing varying weights at different decision 

points.    The time length of this test schedule was 1221 home,  found 

once in a two-coxnputer-run sequsnee en the 199th schedule generated out 

of 240.    The best schedule produced by Method A was found using an KS-5I0 
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combination, anl was  1240 hours,  TovsA on a Computer run producing 

abo't 200 echedules.    According to available iafc rmatlon,  10 schedules 

were generated bj Method A using the boat set of »eight«, only cne of 

which was  the optimal.    For Problem III SIO-LRT combinations and MS LPT 

combinations were tried usin^ the hybrid rules,  with a best schedule 

for the latter at 1238 hours out of 20 schedules generated.    While nn 

MS-SIO combination was fcund to be the best by Method A,  there was in- 

sufficient time to try comblnaticns of these two n0«9 by the hybrid 

method.    It would be hoped that by r*rjaitting the weights to vary at 

different decision points,  the hybrid rule ccobinatlons, analogous to 

the probabilistic combinations, would prodvee still better schedules. 

Ths fact that mai.y more schedules '-ere generated with Method B than by 

the hybrid rules leaves room to test other combinations for favorable 

comparison.    On the other hand.   Problem III presents the hybrid rule 

concept with a crucial test.    As Figure 3 illustrates, the plot of 

schedule  times obtained with SIO-LRT combinations is quite erratic, un- 

like the better behaved graphs in Figures 1  and 2.     If most practical 

problejcs  produce plots like Problems I and II,  then systamatio search 

techniques can be used to find the best weights quickly.    But if prac- 

tical problems are more often structured like Problem III,  little more 

can be done than to generate schedules in much the same raanrer as done 

here,   picking the best one found      The process still appears ccnailerably 

more efficient than generating schedules at random    and a/' already  shown 

the    hybrid combinations surpass the results obtained with Method A tried 

by Crows ton,  Thompson and Trawlck. 
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5.    SUKMiJIY AND CONCLUSION 

Fisher and Thotpson show» » that it wae possible to combine local 

lob shop echodiillng rulee by a 'probat I lie tic learrtlng" methcrl to creat'« 

a new local rule euperior to any cf the indivlduel rules composing it. 

The new rule consieled cf applying one of the basic rules at «arh dec!- 

eioxi point, the choice of which basic rule to use made by aasigning a 

weight tc each one specifying its probability of seloction.    The learn- 

ing concept was introduced to find a good set of weights tj  era-airing 

decision sequences made on past rchedulcs      Ac extension of the Fisher 

and Thompson study with modified learning techniques haa been J .ade by 

Crovston, Thompson and Trawjck, using frobabilistic combinatiens with 

weights held uniform arross all deciaion points  (Method A), and with 

weights allowed to vary across the decision points  (Method B).    Results 

obtained by both methods have been superior to those obtained in the 

original study» and Method B has proved superior to Method A.      h« work 

in this paper is motiTated by the success of the probabilistic learnirg 

combinations,  and by the feeling that a different means of coabinlng 

local rules,  first changing them into hybrid rules, and then synthesis- 

ing these into a rule oiffeivnt from ai.y of its constituents, would be 

evet. more successful.    The hybrid rule method has the following ao- 

vantages: 

1) It can prescribe choices impossible by an all-or-nothing 

application of one of the basic rulee,  ae required by the 

probabilistic combination method. 

2) The hybrid rule approach satiafies the intultire noticn that 

the best combination cf a set of rules does not defend on a 
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mutualXy exclusive choice anong them,  Vut by  some means of taking 

into account the Infomation given by each,  establishing a new nils 

that is more than any one in isolation.    Ana'*  gously, a marksman 

who has a tendency to  shoot to the left,  but whose gun sights are 

off to the right, will not do best by deciding to compensate only 

for one or the other of the two defects, b\.t by tr>ing to take both 

into account at once. 

3) As a function of the weights applied to tha components of th» 

synthetic mile, the schedule times produced by the hybrid rule 

method yield a plot which is easier to search for extreme vdues, 

and easier to analyKe by standard techniques, than the stochastic 

multi-valued time function associated with the probabilistic cca- 

binaticn approach. 

4) The hybrid rule method encourages further study to exploit 

problem structure by its underlying philosophy-.    Analogously, 

again,  a marksman will learn to make apodal adjustments on a 

windy day to maintain his accuracy, whereas ons who takes wind 

velocity into account only a certain portion of the time will tend 

to overlook itc  true relation to the other influences on his 

shooting 

Empirically, t'     results obtained with the hybrid rule approach are 

encouraging.    The nyorid method was significantly superior to probabilistic 

learning by Method A on all three of the problems tested, and was better 

than Method B on two of the three.    It is hopefully anticipated that by 

permitting different weights to be applied at different decision points, 

and by allowing coobinations of more than two rules at a time, the hybrid 

rule method will be able to produce still better schedules 
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On the other hard,  there is a poseiblllty, particularly illustrated 

by Problem III,  that univerBally erficlent technique for findiry, the beet 

set of vreights doce not exist.    This »tateiosnt is based on the graph of 

schndule times against the weight settings for the SIO-LRT rule,  which 

yle du a figure lacking an easily specific le trend.    This limHation 

tiay not bs cruciAl,  hovsvcr,  since good schedules cppeered fj^equentiy 

thtvufjhout the plot, and a small saicpling might be «xpecteo to  procuee 

a schedule by the hybrid method nearly as good as the optlniau attainable. 

Far/imt^ter differences o" as large a1»  .25 would have assured finding a 

schodvüe of 1267 houre or the SlO-LaT ccabination (it would in fact in 

this case have found the b<äst at 126/» hours on the sixth schedule gener- 

r.*ert, but thie  schedule was produced for a parameter range rf only .11), 

The  .25 mirlmun parameter increment would have reduced the number of 

sohodulos ganeratec on Problem III by 4/5,  leaving 1/» out of 70.    Of the 

20 schedules investigated using the MS-LRT combination, ths best, at 123ß 

hours,  persisted for a range that wculd have permitted investigating no 

nov« than 12.    Thiu fact of persistance of ^ood echedulcs across a rele 

tlvely lai'Jo paradetsr   -ariation,  supported even more strongly in Trob- 

leiuf Z and II,  indioatsa that at. effective soar*ch technique would be to 

erect a relatively coarse grid across the range of parameter settii\gs to 

be investigated,    Thlr could be applied eccnomically and effectively 

even if no other form of regularity was found.    It should be noted that 

the ntstriction in this paper on the else of the ainlcum paraf'eter 

increciont has been imposed unde:* the most pessimistic assumption possible 

that   a ;   htdul     time cannot bs expected to be found unless it persints 
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for a paTÄmoter r&rge as large as the regions within the grid thrown 

across the paraaetsr space.    In practice,  lees than KO% probability 

of finding a best or second best schedule tixne could still be com- 

patible with a highly successful  search strategy. 
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